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AI: When did it all begin?



When did it all really begin?

Term coined in 1956 by John 
McCarthy at Dartmouth 
Summer Research Project on 
Artificial Intelligence 

At that time, Herbert Simon 
predicted, “machines will be 
capable, within twenty years, 
of doing any work a man can 
do”.



“I could feel – I could smell – a new kind of 
intelligence across the table.” Garry Kasparov, 

after losing to IBM’s Deep Blue in 1997



But what exactly is it?

“artificial intelligence” is 
often used to describe 
machines or computers that 
mimic “cognitive” functions 
that humans associate with 
the human mind, such as 
“learning” and “problem 
solving”



• Narrow AI systems – task-specific. 

• Artificial general intelligence - capacity to learn any 
intellectual task that a human being can do.



Superintelligence

“any intellect that greatly 
exceeds the cognitive 
performance of humans in 
virtually all domains of interest”



Regulation of AI

Keeping us
safe from 

them





“AI – what will it mean? 
Helpful robots washing and 

caring for an ageing 
population? Or pink-eyed 

terminators sent back from 
the future to cull the human 

race?”



What could possibly go wrong?

“foolproof and 
incapable of error” 





Learning bad 
habits

Released on twitter by 
Microsoft on 23 March 
2016

Withdrawn by Microsoft 
on 24 March 2016 



Regulation for AI

Keeping them
safe from us?





Regulation by AI

Rule by 
algorithm









Our project

• Phase 1: 
government use of 
AI

• Phase 2: impact of 
AI on work and 
jobs



Use cases



The ‘up’ side

• More accurate

• Quicker

• Potential to make better decisions than 
humans



The ‘down’ side

• Fettering of discretion

• Transparency

• May replicate or reinforce bias (while 
giving impression of being unbiased.)



• Human decisionmakers aren’t perfect

• Errors aren’t always evenly distributed

• Beware of regulatory placebos 

• Procurement/development should prioritise 
transparency

• Value and limitation of individual rights 
models

• Ongoing checks required
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• Errors aren’t always evenly distributed

• The COMPAS controversy: “Black defendants who 
did not reoffend… were nearly twice as likely to 
be misclassified as higher risk compared to their 
white counterparts (45 percent vs. 23 percent) … 
white defendants who reoffended… were 
mistakenly labeled low risk almost twice as often 
as black reoffenders (48 percent vs. 28 percent)”.



• Beware of regulatory placebos 

• ‘Human in the loop’

• “It had the hallmarks of automatic rejection 
based on circumscribed criteria rather than a 
proper exercise of discretion...” (Christiansen v 
D-G of Health [2020] NZHC 883, per Walker, J.) 



• Procurement/development should prioritise 
transparency

• Wisconsin v Loomis (2015)

• “Northpointe, Inc., the developer of COMPAS, 
considers COMPAS a proprietary instrument 
and a trade secret. Accordingly, it does not 
disclose how the risk scores are determined or 
how the factors are weighed.”



• Value and limitation of individual rights models

• Individuals mostly too time-poor, resource-poor, 
and lacking in the necessary expertise to 
meaningfully make use of these  rights

• Individual rights approach not well suited when 
algorithms create societal harms, such as 
discrimination against racial or minority groups.

– Lilian Edwards and Michael Veale, ‘Slave to the 
Algorithm? Why a ‘right to an explanation’ is probably 
not the remedy you are looking for.’ 



• Ongoing checks required

• Having the model continuously monitored will 
help to promptly detect whether its 
performance is worsening or deviating from 
the expected behaviour (e.g. unintentional 
discrimination), thus making it possible to take 
appropriate remediation measures, such as 
selecting new features or retraining the 
model. (European Banking Agency)











• Voluntary sign up

• Non-binding

• High level principles

• (Next stage: implementation strategy?)



Canadian Directive on Automated 
Decision-making

• Came into effect this year

• Binding on government agencies

• Requires Algorithmic Impact Assessment prior to 
the production of any Automated Decision 
System.

• Applies to systems in development - not 
retrospective


